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In this paper, we will consider the neuro-cognitive systems involved in mediating morality. Five

main claims will be made. First, that there are multiple, partially separable neuro-cognitive

architectures that mediate specific aspects of morality: social convention, care-based morality,

disgust-based morality and fairness/justice. Second, that all aspects of morality, including social

convention, involve affect. Third, that the neural system particularly important for social

convention, given its role in mediating anger and responding to angry expressions, is

ventrolateral prefrontal cortex. Fourth, that the neural systems particularly important for care-

based morality are the amygdala and medial orbital frontal cortex. Fifth, that while Theory of

Mind is not a prerequisite for the development of affect-based ‘automatic moral attitudes’, it is

critically involved in many aspects of moral reasoning.

Introduction

Understanding morality is of considerable intrinsic interest. Moreover, understanding

morality is of direct relevance to clinical populations. Specific pathological conditions

lead to breakdowns in ‘morality’, developmental psychopathy and ‘acquired sociopathy’.

By understanding morality, we may come to better understand these clinical conditions.

Until relatively recently, moral reasoning was considered by most psychologists to be

an effortful, controllable rational process (Colby et al. 1983; Piaget 1932; Turiel 1983).

However, more recently, models stressing the role of emotion have become prevalent

(Blair 1995; Greene and Haidt 2002; Kagan and Lamb 1987; Moll, de Oliveirra-Souza, and

Eslinger 2003; Nichols 2002).

A major claim of the current paper will be that there are a series of relatively separable

neuro-cognitive systems that mediate particular types of reasoning. These various forms

of reasoning are grouped together as ‘moral reasoning’. The components of morality

that these partially dissociable neuro-cognitive systems are thought to subserve are

depicted in Figure 1. This paper will concentrate on neuro-cognitive systems involved in

social convention and care-based morality.

Before an account of the neuro-cognitive systems involved in morality is developed,

we will briefly consider Theory of Mind. While we do not believe Theory of Mind is necessary

for the development of aversion to moral transgressions (cf. Blair 1995), we do believe that

it plays a role in some aspects of moral reasoning.
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Theory of Mind

Theory of Mind refers to the ability to represent the mental states of others (Frith and

Frith 2003; Leslie 1987; Premack and Woodruff 1978). The main neural regions implicated in

Theory of Mind include medial frontal cortex, superior temporal sulcus and temporal pole

(see Frith and Frith 2003).

There are three main positions on Theory of Mind: the theory-theory view (Gopnik

and Meltzoff 1997; Wellman 1990), the modular view (Frith and Frith 2003; Leslie 1987)

and the simulation view (e.g., Perner 1998). There is considerable debate regarding these

three positions, a debate which we have no interest in entering into. However, we note

that Leslie (1987) and the more recent simulation accounts (Gallese, Keysers, and Rizzolatti

2004) have attempted to detail a model of the computational architecture that is necessary

for the representation of the mental states of others. In particular, the more recent simu-

lation accounts have made reference to ‘mirror neurons’; neurons which show activation

when the participant is performing, or watching someone else perform, a specific action

(Gallese, Keysers, and Rizzolatti 2004). The more general suggestion is that the observation

of an action leads to the activation of parts of the same cortical neural network that is active

during its execution. The observer understands the action because ‘he knows its outcomes

when he does it’ (Gallese, Keysers, and Rizzolatti 2004, 393).

In short, recent accounts stress the importance of an integrated response to the

interpretation of motor actions as a basis of many aspects of ‘Theory of Mind’. We will

argue below that this form of Theory of Mind is crucial for some aspects of moral reasoning.

Distinguishing Convention from Morality

Moral transgressions have been defined by their consequences for the rights

and welfare of others and social conventional transgressions have been defined as

violations of the behavioral uniformities that structure social interactions within social

systems (Nucci 1981; Smetana 1981; Turiel 1983). Examples of moral transgression would

be hitting another individual or damaging his property. Examples of conventional

FIGURE 1

Dissociable components of morality
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transgressions would be talking in class or dressing in opposite gender clothing. Partici-

pants distinguish conventional and moral transgressions from the age of 39 months

(Smetana 1981) and across cultures (Hollos, Leis, and Turiel 1986; Song, Smetana, and

Kim 1987).

Conventional and moral transgressions are distinguished in three main ways. First,

children and adults usually judge conventional transgressions as less serious than moral

transgressions. For example, while all of the transgression situations, whether moral or conven-

tional, are generally judged not permissible, conventional transgressions are more likely to be

judged permissible than moral transgressions (Smetana 1985; Smetana and Braeges 1990).

Second, conventional transgressions are judged differently from (less modifiable than)

moral transgressions. For example, conventional transgressions are judged more rule con-

tingent than moral transgressions; i.e., individuals are more likely to state that conventional,

rather than moral, transgressions are permissible in the absence of prohibiting rules (Nucci

1981; Smetana 1985; Smetana and Braeges 1990; Stoddart and Turiel 1985).

Third, when asked why it is wrong to talk in class or wear opposite gender clothes

(conventional transgressions), participants will make reference to established rules that

can be either explicit (that action is prohibited in this school) or implicit (that action is

‘not the done thing’). In contrast, when asked why it is wrong to hit another or damage

their property, participants are significantly more likely to make reference to the suffering

of a victim (Turiel 1983).

Importantly, while children and adults usually judge conventional transgressions as

less serious than moral transgressions, the distinction between conventional and moral

transgressions cannot be reduced to one of seriousness. Participants do not judge all

conventional transgressions as less serious than all moral transgressions. However, they

always distinguish conventional and moral transgressions in their modifiablity judgments

and justifications (see Stoddart and Turiel 1985; Turiel 1983).

It is important to note here that it is the absence of victims that distinguishes conven-

tional from moral transgressions. If a participant believes that a transgression will not result

in a victim, he/she will process that transgression as conventional. Smetana (1982)

observed that whether an individual treats abortion as a moral transgression or conven-

tional transgression is determined by whether he/she judges the act to involve a victim

or not. In addition, Smetana (1985) found that unknown transgressions (specified by a

nonsense word; i.e., X has done dool) were processed as moral or conventional according

to the specified consequences of the act. Thus, ‘X has done dool and made Y cry’ would

be processed as moral while ‘X has done dool and the teacher told him off’ would be

processed as conventional.

Neuro-cognitive Systems Involved in the Processing of Conventional
Transgressions

Kagan and Lamb (1987) argued that morality was distinguished from convention

because morality was associated with emotional responding while convention was not.

However, we would argue that there are emotional responses associated with conventional

transgressions. The teacher experiencing a child continuously talking in the classroom is

likely to experience anger. The classroom that has fallen into disorder likely reflects a

teacher who lacks sufficient authority to instill respect in his/her pupils; the pupils have

no expectations of the teacher’s anger or do not find such expectations sufficiently aversive.
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We suggest the existence of a system for Social Response Reversal (SRR) that is

activated by aversive social cues (particularly, but not limited to, angry expressions) or

expectations of such cues (as would be engendered by representations previously

associated with such cues; i.e., representations of actions that make other individuals

angry). This system is considered to (1) guide the individual away from committing conven-

tional transgressions (particularly in the presence of higher-status individuals); and (2)

orchestrate a response to witnessed conventional transgressions (particularly when these

are committed by lower-status individuals) (Blair and Cipolotti 2000).

The model has clear ethological roots. The idea is that the SRR evolved as a system for

the resolution of hierarchy interactions between conspecifics. Indeed, it has been

suggested that the human angry expression evolved to mimic a high-status dominant

face (Marsh, Adams, and Kleck 2005). Within-species aggression in most mammalian

species is mediated by sub-cortical structures also involved in the basic response to

threat. The suggestion is that the SRR is involved in the modulation of this aggressive

response; increasing its probability under certain circumstances or decreasing its prob-

ability under others. As noted above, conventional transgressions are considered to be

bad because of their disruption of the social order (Turiel 1983). Societal rules concerning

conventional transgressions function to allow higher-status individuals to constrain the

behavior of lower-status individuals. They may also, by their operation, serve to reduce

within-species hierarchy conflict.

The activity of the SRR system is thought to be modulated by information on hierar-

chy and mental state (the latter provided by systems involved in Theory of Mind) (Berthoz

et al. 2002). The form of modulation will be dependent on whether the individual is the per-

petrator of (or considering being the perpetrator of), or is the witness to, the conventional

transgression.

First, an individual is considering perpetrating a conventional transgression. In this

situation, high-dominance potential witnesses should augment activity within the perpe-

trator’s SRR engendered by expectations of the anger of these potential witnesses. This

should lead to increased activation of alternative response options other than the conven-

tional transgression about to be committed. The anger of high-dominance potential wit-

nesses is to be particularly avoided. Low-dominance potential witnesses should not have

this augmentation effect.

Secondly, an individual is a witness to the conventional transgression. In this situ-

ation, high-dominance perpetrators should suppress SSR activity, reducing anger in

response to the perpetrator. In contrast, low-dominance perpetrators should augment

SRR activity, increasing anger to the perpetrator and facilitating a reactive aggressive

response to the perpetrator. Mental state information should also modulate SRR activity

in witnesses. If the conventional transgression is recognized as intentionally committed,

SRR activity and corresponding anger should be augmented, again facilitating a reactive

aggressive response to the perpetrator. In contrast, if the conventional transgression is

recognized as unintentional, SRR activity and corresponding anger should be reduced,

decreasing the probability of a reactive aggressive response to the perpetrator.

The principal neural system particularly implicated in SRR is ventrolateral prefrontal

cortex (Brodmann’s Area 47). This region is particularly responsive to angry expressions,

as well as other emotional expressions (Blair et al. 1999; Sprengelmeyer et al. 1998) and

shows increased activity when the individual becomes angry (Dougherty et al. 1999).

Importantly, this region shows activity when participants consider conventional
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transgressions (Berthoz et al. 2002). Interestingly, this activity is equivalent whether the

conventional transgression is intentional or unintentional (e.g., a person taking another

person’s seat on a bus versus a person accidentally falling into another person’s space

on a bus).

Given the role of intentionality in moderating reactions to conventional transgres-

sions, the role of Theory of Mind in the processing of these transgressions is of interest.

Autism is a severe developmental disorder described by the American Psychiatric Associ-

ation’s diagnostic and statistical manual (DSM-IV) as ‘the presence of markedly abnormal

or impaired development in social interaction and communication and a markedly

restricted repertoire of activities and interests’ (American Psychiatric Association 1994,

66). Individuals with autism show impairment in Theory of Mind (for reviews, see Baron-

Cohen 1995; Hill and Frith 2003).

Children with autism pass the moral/conventional distinction described above (Blair

1996); they can recognize conventional transgressions set in a school-room. In contrast,

individuals with autism show difficulty appropriately processing other types of convention-

al transgressions (Dewey 1991). For example, in one of the vignettes developed by Dewey

(1991), an individual hears a baby he does not know cry in the middle of a park and inves-

tigates the diaper of the unknown baby in case it has hurt itself. Most people regard this as

deeply inappropriate behavior and imagine the caregiver’s anger if he/she returned to find

an unknown stranger fiddling with his/her baby’s diaper. Individuals with autism/Asper-

ger’s syndrome have difficulty with this task, probably because they fail to represent the

caregiver’s false belief that they might have harmful intent for the baby and therefore

do not have any expectation of caregiver anger.

In short, at least two types of conventional transgressions can be considered: those

where there is an explicit rule (‘Do not talk during lessons’) and those where the rule is less

explicit (the rules for the touching of babies are context-specific and fluid). The argument

here is that the SRR system is intact in individuals with autism/Asperger’s syndrome, as evi-

denced in part by their apparently intact recognition of emotional expressions. There have

been suggestions that patients with autism have difficulty recognizing the emotional

expressions of others. However, the above only applies to studies where the groups

have not been matched on mental age. When they are, children with autism have

usually been found to be unimpaired in facial affect recognition (Adolphs, Sears, and

Piven 2001). In short, SRR functioning, indexed by expression processing, appears intact.

However, in situations where the recognition of appropriate social behavior (either as a

witness or potential instigator) also requires the representation of mental states, individuals

with autism have difficulty.

Patients with lesions of orbital/ventrolateral frontal cortex show SRR impairment.

Such patients show difficulties with expression recognition (Blair and Cipolotti 2000;

Hornak et al. 2003; Hornak, Rolls, and Wade 1996). Such lesions are a risk factor for engaging

in inappropriate behaviors (Blair and Cipolotti 2000; Damasio 1994). In addition, patients

with such lesions show difficulties processing conventional transgressions as indexed by

performance on Dewey’s (1991) social contexts task (Blair and Cipolotti 2000).

This work on emotional modulation of appropriate social behavior has interesting

potential links with work on the social emotion of embarrassment. Leary (Leary, Landel,

and Patton 1996) and others (Keltner and Buswell 1997) have suggested that embarrass-

ment serves an important social function by signaling appeasement to others. When a

person’s untoward behavior threatens his/her standing in an important social group,
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visible signs of embarrassment function as a non-verbal acknowledgement of shared social

standards. Leary argues that embarrassment displays diffuse negative social evaluations and

the likelihood of retaliation. The basic idea is that embarrassment serves to aid the restoration

of relationships following social transgressions (Keltner and Buswell 1997). There is a good

deal of empirical evidence to support this ‘appeasement’ or remedial function of embarrass-

ment from studies of both humans and non-human primates (see, for a review, Keltner and

Buswell 1997). For example, Semin and Manstead (1982) found that people reacted more

positively to others following a social transgression if the transgressors were visibly

embarrassed. In addition, Leary, Landel, and Patton (1996) presented evidence that people

are actually motivated to convey embarrassment to others as a way of repairing their

social image. Moreover, it should be noted that patients with orbitofrontal cortex lesions

show difficulty in responding to the embarrassment of others (Beer et al. 2003).

If embarrassment does serve an important social function by signaling appeasement,

the individual’s perceived intention is likely to be crucial in determining whether they are

expected to show embarrassment. If an individual intends to socially transgress, we might

suspect that he/she will not display appeasement (i.e., embarrassment) afterwards. If the

transgression is intentional, the transgressor is unlikely to be interested in the social

relationship that has been broken. In contrast, if the violation of the social convention

was unintended then we might expect clear displays of embarrassment; the individual

will have realized that they have transgressed and wish to restore the social relationship.

Recent work suggests that this is indeed the case (Berthoz et al. 2002).

In summary, we suggest that conventional transgressions activate a system for SRR.

This system regulates goal-directed behavior in perpetrators (allowing the selection of

alternative responses less likely to induce anger in others) as well as basic reactive aggres-

sive impulses in witnesses. We believe that the activity of this system in both parties is

modulated by information on hierarchy and mental state.

When processing conventional transgressions, for example in the context of the

moral/conventional distinction task, we suggest that the participant judges them non-

permissible because they are associated with expectations of anger. We suggest also

that the participant’s judgment of the seriousness of the transgression will be partly

driven by the intensity of the expected anger. Of course, if the rule is removed (in the

context of the modifiability judgments), then the participant should no longer expect

others to be angry and therefore the action will no longer be judged as a transgression

(talking in class is not a conventional transgression if the teacher says that you can talk

in class).

Neuro-cognitive Mechanisms Involved in Processing Care-based
Morality

Why are humans interested in care-based morality? Rationalist answers are strongly

challenged by data from individuals with psychopathy. The classification of psychopathy

identifies a relatively homogeneous pathology marked by pronounced emotional

impairment (considerably reduced empathy and guilt) and behavioral disturbance (criminal

activity and, frequently, violence) (Frick et al. 1994; Hare 1991). Such individuals show no

general reasoning deficits (Blair 2004). However, they show pronounced difficulty

with care-based morality both in their behavior (Frick et al. 1994; Hare 1991) and in their

reasoning on tasks such as the moral/conventional distinction (e.g., Blair 1995).
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The Violence Inhibition Mechanism (VIM) model of psychopathy and moral develop-

ment was an early attempt to provide an account of why humans are interested in care-

based morality (Blair 1995). The suggestion was that there was a system, VIM, that, when

activated by distress cues (the sad and fearful expressions of others), resulted in increased

autonomic activity, attention, and activation of the brainstem threat response system

(usually resulting in freezing) (Blair 1995). VIM was thought to be activated whenever dis-

tress cues were displayed rather than being reliant upon contextual information about

ongoing violence for activation.

Moral socialization, according to the model, occurred as a consequence of the pairing

of distress cues, and consequently VIM activation, with representations of the act that

caused the distress cues (Blair 1995). These representations of moral transgressions

become triggers for the mechanism through their association with distress cues. The

appropriately developing child thus initially finds the pain of others aversive and then,

through socialization, the thoughts of acts that cause pain to others aversive. The idea

was that individuals with psychopathy had disruption to this system such that represen-

tations of acts that cause harm to others do not become triggers for the VIM (Blair 1995).

Nichols (2002) provided a two-pronged critique of the VIM model: first, Nichols

argued that the VIM model could not explain the processing involved in the moral/

conventional distinction task. He argued that it did not provide an account of conventional

reasoning and also did not explain how the concept of ‘badness’ could be understood. In

the section above, we began to remedy this situation by describing a model of the neuro-

cognitive systems involved in the processing of conventional transgressions. In the section

below we will describe the neuro-cognitive systems involved in the processing of moral

transgressions.

The second of Nichols’ criticisms was that the VIM model did not provide an

adequate account of judgments of wrong. The previous view of VIM suggested that

actions/events paired with the distress of others would come to be regarded as aversive.

However, as Nichols (2002) points out, the class of actions considered to be morally

‘wrong’ is only a subset of those that would be considered aversive on the basis of VIM

activation. To use the example offered by Nichols (2002), natural disasters causing harm

to people would be considered bad but not morally wrong. This issue will also be

considered below.

The Integrated Emotion Systems Model

The Integrated Emotion Systems (IES) model was developed as an account of

emotion (Blair 2004) but it also underpins our view on morality. There are two main com-

ponents of this model that are particularly relevant here: an emotional learning system

mediated by the amygdala and a system for ‘decision making’ on the basis of reinforcement

expectations mediated by medial orbital frontal cortex.

The emotional learning system allows conditioned stimuli (CSs; i.e., representations of

moral transgressions) to be associated with the unconditioned stimuli (US) of the victim’s

distress cues. At the anatomical level, this emotional learning system corresponds to

the amygdala. Considerable work attests to the role of the amygdala in the formation of

stimulus –reinforcement associations (Everitt et al. 2003; LeDoux 1998) such that it allows

previously neutral objects to come to be valued as either good or bad. This emotional

learning system functions very similarly to the earlier ideas on the functioning of the
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VIM (though there are some notable differences). For one, it allows the individual to learn

about both the ‘goodness’ and ‘badness’ of objects on the basis of moral socialization. In

short, this system is involved in types of stimulus– reinforcement association formation

other than simply ‘moral transgression’ – ‘distress cue’ association (i.e., it will teach you

that objects/actions are aversive because they are associated with the distress of others

or because they are associated with pain).

Similar to the previous VIM model (Blair 1995), the major claim with respect to

psychopathy is that individuals with psychopathy are impaired in the formation of

stimulus–reinforcement associations (Blair 2004). It is argued that the expressions of fear

and sadness serve as social unconditioned stimuli allowing conspecifics to teach the societal

valence of objects and actions to the developing individual. Due to their impairment in the

formation of aversive stimulus–reinforcement associations, individuals with psychopathy are

less able to take advantage of this ‘moral’ social referencing and as a result are more difficult

to socialize. In short, the position also allows the explanation of impairment in individuals

with psychopathy in responsiveness to distress cues, fearful facial and vocal expression

recognition, and the processing of the moral/conventional distinction (see Blair 2004).

Moreover, work has shown that children with the emotional dysfunction associated with

psychopathy are particularly difficult to socialize (Wootton et al. 1997).

The IES Model and Moral Reasoning

According to the IES model, the amygdala allows individuals to learn that specific

actions/objects are either good or bad to conduct according to whether these actions/

objects are associated with either the recipient’s happiness or the victim’s distress. Once

the individual has learnt about a pro-social behavior/transgression, representation of the

action will elicit an integrated emotional response that includes both the amygdala and

medial orbital frontal cortex. We argue that this emotional response is effectively the indi-

vidual’s automatic ‘moral attitude’ to the representation. In line with this position, recent

neuro-imaging studies of morality using different methodologies such as making moral

decisions based on text descriptions of ethical dilemmas have all implicated both the amyg-

dala and medial regions of orbital frontal cortex (see Luo et al. forthcoming).

We believe the amygdala plays a role in morality by allowing the association of rep-

resentation of transgressions (interpersonal violence) with the aversive stimulus of the

victim’s fear/sadness (Blair 1995, 2001). We believe medial orbital frontal cortical activation

is involved in decision making and response selection as a function of expected reinforce-

ment information (Blair 2004). We believe medial orbital frontal cortex plays this role also in

moral reasoning; it processes the expected reinforcement associated with the action (e.g.,

aversion engendered by the victim’s distress or reward engendered by another’s happi-

ness). It uses this expected reinforcement information to determine avoidance or approach

of the stimulus that elicited the reinforcement information. This will lead to the modulation

of behavior, including verbal behavior. In short, we would propose that an individual’s auto-

matic moral attitude to an event involves an integrated neural response involving both the

amygdala and medial orbital frontal cortex that is proportional to the emotive strength

(due to previous learning) of the stimulus.

To return to the moral/conventional distinction, the suggestion is that the individual

uses this ‘automatic moral attitude’ (i.e., the amygdala and medial orbital frontal cortical

response to the stimulus) to influence his/her permissibility and modifiability judgments.
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The individual does not regard a moral transgression as permissible partly because it is

associated with aversive expectation information (due to its association with the victim’s

distress). Removing the rule does not alter this emotional response to the representation

of the transgression; removing the rule does not alter the expectation of the aversiveness

of the victim’s distress. In other words, moral transgressions are still considered non-

permissible by healthy developing individuals in their modifiability judgments. Finally,

with respect to the individual’s theories or justifications regarding why moral transgressions

are wrong, considerable data demonstrate that stimuli that activate the amygdala lead to

increased activity—through reciprocal feedback—of the representations of the stimuli that

activated the amygdala (LeDoux 1998). In short, a representation of a transgression that

activates the amygdala will be augmented and this representation will receive greater atten-

tion. Therefore, when the individual is engaged in a causal analysis of what caused the state

of aversion that is the badness of the transgression, the representation perceived as the

cause is more likely to be the representation of the transgression and particularly

those aspects of the transgression most related to the amygdala activation, i.e., the distress

of the victims. In short, individuals can develop a theory that moral transgressions are bad

and prosocial behaviors are good because they hurt and help people, respectively.

The above section laid out a model of moral reasoning to provide a fuller account of

performance on the moral/conventional distinction task answering, we believe, Nichols’

(2002) first criticism. However, Nichols’ second and more important criticism, that the

VIM model did not provide an adequate account of judgments of wrong, remains unan-

swered. We will attempt to answer Nichols’ second criticism in the section below where

the nature of judgments of wrong and the role of Theory of Mind will be considered.

Theory of Mind and Judgments of Wrong

While Theory of Mind, the ability to represent the mental states of others (Frith and

Frith 2003; Leslie 1987), was considered with respect to the processing of conventional

transgressions, we have yet to consider it with respect to care-based morality. The

account of moral reasoning presented in the previous section assumed that Theory of

Mind played no role in the moral reasoning described. Such a position must therefore

predict that individuals with Theory of Mind impairment will appropriately distinguish

between moral and conventional transgressions. As noted above, individuals with autism

show impairment in Theory of Mind (Baron-Cohen 1995; Hill and Frith 2003). In line with

the suggestion that Theory of Mind is unnecessary for performance on the moral/conven-

tional distinction test, individuals with autism show appropriate distinction of moral and

conventional transgressions (Blair 1996).

However, this does not mean that Theory of Mind is irrelevant to moral reasoning.

There is a considerable literature indicating the importance of information on the perpetra-

tor’s intent when assigning moral blame or praise that began with Piaget (Piaget 1932). The

individual who intentionally swings a baseball bat into another individual’s face has

behaved far more ‘wrongly’ than the individual who unintentionally swings a baseball

bat into another individual’s face. In short, analogous to the suggestions above with

respect to convention where Theory of Mind can impact upon the functioning of the

SRR, Theory of Mind can influence the behavioral choices made by the systems involved

in care-based moral reasoning. Intentional acts that harm others are responded to

far more strongly than unintentional acts that harm others (cf. Zelazo, Helwig, and
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Lau 1996). Moreover, in line with suggestions that Theory of Mind is necessary for the inte-

gration of intention information into moral reasoning, individuals with autism show

reduced integration of such information into their moral reasoning (Steele, Joseph, and

Tager-Flusberg 2003).

But what about judgments of wrong? Nichols suggests that moral judgment

depends on two mechanisms: an affective mechanism that is activated by suffering in

others and ‘a Normative Theory prohibiting harming others’ (2002, 226). This Normative

Theory does not ‘consist of a single simple rule. For instance, at least among adults, the Nor-

mative Theory allows that it is sometimes acceptable to harm a child for her long-term

benefit’ (2002, 226). Unfortunately, it is not completely clear what this Normative Theory

does consist of. How precise do the specified conditions have to be? Is it acceptable to

harm a child to improve her table manners? Or is it only acceptable to harm a child to

prevent her engaging in life-threatening activities? Moreover, it remains unclear how this

Normative Theory develops. Should there be individual differences in this Normative

Theory? If so, why?

We do not believe it is necessary to propose the existence of a Normative Theory. We

believe it is only necessary to consider the interaction of the neural systems involved in

Theory of Mind with those engaged in the emotional response to the transgression situ-

ation. Actions that are ‘wrong’ rather than merely ‘bad’ are acts where there is intent to

cause harm. The actions of an intentional agent that cause harm to others are ‘wrong’.

The actions of an unintentional agent (including natural disasters unless these are attribu-

ted to a divine intent) are ‘bad’. As the level of victim distress increases, the act comes to be

regarded as more ‘wrong’/‘bad’ depending on the intention associated with the action. As

it becomes clearer that the intent of the transgressor was to cause harm, the act becomes

progressively more likely to be regarded as ‘wrong’ rather than ‘bad’.

There are some situations that might appear contradictory with respect to the current

framework; e.g., accidents due to drunk driving or the child punishment example used by

Nichols. A drunk driver who backs into five people and kills them is likely to be regarded as

‘wrong’ rather than merely ‘bad’. However, the driver clearly did not harm the five intention-

ally. We account for this situation with respect to the simulation view of Theory of Mind

expounded above. If we represent the driver had the intent to become drunk, we, as

part of the affective Theory of Mind process outlined above, generate valenced expec-

tations of likely reinforcement associated with this action; a state of happy well-being

with respect to the drunkenness but also, especially when primed by the presented

story (and cultured prior expectations), an aversive expectation generated by the victims.

In other words, when we calculate the drunk driver’s internal mental state we calculate

two valenced goals as a function of the automatic operation of the system: the appetitive

reinforcement of the drunkenness and the aversive reinforcement of the victim’s distress.

Because these are expected outcomes of the behavior, they are considered the goals

of the behavior. In short, the operation of the system implies that the drunk driver intended

to take an action that could be expected to harm the victims and therefore should be

considered ‘wrong’ rather than ‘bad’.

With respect to the individual punishing the child ‘for her own good’, we again,

according to the model, represent the punisher’s internal state and represent two valenced

goals: the aversive reinforcement of the child’s distress as well as the appetitive reinforce-

ment of the child’s future well-being. In this situation, the judgment becomes not whether

we regard the punisher as ‘wrong’ or ‘bad’ but ‘wrong’ or ‘right’. According to the model,
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this judgment is determined according to whether or not the aversive reinforcement of the

child’s distress outweighs the appetitive reinforcement of the child’s future well-being.

This interaction of neural systems involved in moral reasoning and Theory of Mind is

elegantly demonstrated in the work of Joshua Knobe. In Knobe’s work, participants are

given brief vignettes and then asked to determine whether particular behaviors within those

vignettes were performed ‘intentionally’ (Knobe 2003). For example, two of the vignettes are:

(1) The vice-president of a company went to the chairman of the board and said, ‘We are

thinking of starting a new program. It will help us increase profits, but it will also harm the

environment.’

The chairman of the board answered, ‘I don’t care at all about harming the environment. I

just want to make as much profit as I can. Let’s start the new program.’

They started the new program. Sure enough, the environment was harmed.

(2) The vice-president of a company went to the chairman of the board and said, ‘We are

thinking of starting a new program. It will help us increase profits, and it will also help the

environment.’

The chairman of the board answered, ‘I don’t care at all about helping the environment. I

just want to make as much profit as I can. Let’s start the new program.’

They started the new program. Sure enough, the environment was helped.

Most participants (85 per cent) consider that the chairman ‘intentionally’ harmed the

environment (vignette 1) but few (23 per cent) consider that the chairman ‘intentionally’

helped the environment despite the identical vignette structure (Knobe 2003). While the

interpretation of these data is debated, we would account for them by reference to the

simulation view of Theory of Mind expounded above. If we represent the chairman had

the intent to start the program, we, as part of the affective Theory of Mind process outlined

above, generate valenced expectations of likely reinforcement associated with this action;

reward with respect to the increased profit but punishment with respect to the harmed

environment (in vignette 1). In other words, when we calculate the chairman’s internal

mental state we calculate two oppositely valenced expectations as a function of the auto-

matic operation of the system: the appetitive reinforcement of the profit and the aversive

reinforcement generated by the harmed environment. Because these are expected out-

comes of the behavior (and are represented clearly because of their difference valences),

they are considered the goals of the behavior. In short, the operation of the system

implies that the chairman did intend to harm the environment; this was a valenced expec-

tation attached to the goal. For the second vignette, when we calculate the first chairman’s

internal mental state we calculate two similarly valenced expectations; the appetitive

reinforcement of the profit and the appetitive reinforcement generated by the helped

environment. Because of the similar valence, the reinforcement expectation can be

tagged simply to the expected profit; i.e., the chairman did not intend to help the environ-

ment. If this affect-based story is correct, individuals with psychopathy should show impair-

ment on this task; in particular, they should not attribute negative intent to the chairman in

vignette 1. We are currently testing this prediction.

In short, we believe that healthy individuals label behaviors as wrong if the action is

intentional and generates aversion engendered by expectations, or the presence, of

victims. Aversive consequences of actions will be considered intentional even if they
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were not the individual’s goal if they are expected consequences of the action (e.g., killings

by drunk drivers). If the action can be expected to lead to future positive reinforcement

even if currently aversion is being engendered by a victim, they may not be considered

wrong (e.g., for some individuals, physical punishment).

General Conclusion

The goal of this paper was to specify the neuro-cognitive systems involved in med-

iating different aspects of morality. In this paper, the systems thought to be involved in

social convention and distress care-based morality were considered. However, as depicted

in Figure 1, we consider that there are at least two additional, partially separable (at the

neuro-cognitive level) ‘moralities’. These are justice/fairness and disgust-based morality.

Relatively little work has considered justice/fairness, certainly from a neuro-cognitive per-

spective. However, this relative paucity is likely to be rapidly addressed.

More work has considered disgust-based morality (Haidt 2001; Nichols 2002). Dis-

gusted expressions, like fearful, sad and happy expressions, are reinforcers. Usually, they

provide information about foods (Rozin, Haidt, and McCauley 1993). In particular, they

allow the rapid transmission of taste aversions; the observer is warned not to approach

the food that the expresser is displaying the disgust reaction to. Disgusted expressions

have been shown to engage the insula and putamen (Phillips et al. 1997; Sprengelmeyer

et al. 1998) and patients with damage to the insula present with selective impairment

for the recognition of disgusted expressions (Calder et al. 2000). While disgusted

expressions frequently convey information about foods, they are also used to convey dis-

taste at another individual’s actions. In short, we can develop a disgust-based morality; the

emotional force behind the proscribed actions is not anger, as is the case for social conven-

tions, or sadness/fear, as is the case for care-based morality, but disgust. Given disgust-

based learning recruits regions currently not thought to be dysfunctional in psychopathy,

we believe that disgust-based morality may be intact in individuals with psychopathy. Work

is under way to test this hypothesis.

We described here systems involved in social convention and care-based morality. We

suggested both gain their power by being ‘built upon’ basic emotional responses. We

suggested that both of these forms of morality are mediated by at least partially separable

neural systems. Finally, we suggested that while Theory of Mind is not necessary to learn

about social conventions or care-based morality, it is necessarily involved in much moral

(conventional and care-based) reasoning. Theory of Mind, for example, is a developmental

prerequisite for understanding that something is not merely bad, but morally wrong.
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